Quantifying net ecosystem exchange by multilevel ecophysiological and turbulent transport models
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Abstract

To quantify the interplay between scalar sources and sinks (S_c) and net ecosystem exchange (NEE), “forward” and “inverse” approaches have been proposed. The canonical form of forward approaches is a one-dimensional ecophysiological-radiative transfer scheme coupled to turbulent transport theory. In contrast, inverse approaches strictly rely on turbulent transport theory and mean scalar concentration as their primary input to infer S_c and NEE. While the formulation of both approaches have evolved over the past decade, no systematic comparison between them was undertaken for the same data set, and over a wide range of atmospheric conditions. Our objective is to compare the predicted S_c and NEE from these two approaches with eddy-covariance measurements. The results show that the forward method outperformed all three inverse methods for unstable and neutral conditions on short time scales (~30 min) but yielded comparable results at longer time scales. Poor agreement was obtained under stable conditions for all models. Hence, for modeling event-based flux variations, forward models are preferred. Since the forward method requires detailed knowledge of ecophysiological, drag, radiative transfer and other canopy attributes, all of which are difficult to obtain on a routine basis, a symbiotic use of forward and inverse approaches is most advantageous.

© 2002 Elsevier Science Ltd. All rights reserved.

1. Introduction

Understanding scalar source and sink distribution (S_c) within ecosystems is critical to quantifying biosphere–atmosphere exchange, now an area of active research in hydrology, ecology, and atmospheric sciences [1–3,7,11,12,20,21,24,28,29,36,39,42]. The need to quantify S_c and its impact on land-surface fluxes at scales much larger than the “leaf” scale (e.g. canopy) requires explicit accounting of its vertical variation. This requirement lead to the development of two basic approaches. The first relies on coupling biophysical and physiological principles derived at the leaf scale with turbulent transport processes to infer S_c (e.g. CANVEG model of Baldocchi and Meyers [2]; and other similar models such as Leuning [23], and Gu et al. [12]). The second relies on the inference of S_c from turbulent transport mechanics and measured mean concentration distribution (e.g. [14,31,32,37,40]). We refer to the first approach as “forward” because S_c is primarily inferred from knowledge about the biophysical and ecophysiological source-sink attributes. The second approach is commonly labeled as “inverse” because S_c is indirectly estimated by quantifying the variations in mean scalar concentration arising from inhomogeneity in the turbulent transport process, and attributing the remaining variations to S_c. It is clear that the fundamental assumptions underlying these two basic approaches are quite different. The forward method (FWD) requires detailed leaf-level physiological functions that are integrated to the canopy scale along the leaf area distribution, radiative and other micro-environmental vertical gradients (as well as turbulent transport mechanics). The inverse method assumes that all the information about S_c is imbedded in the measured mean concentration distribution and can be de-convolved if the turbulent mixing processes within the canopy volume are precisely quantified. While several FWD and inverse models have been proposed and field tested for some ecosystems ranging from rice fields to forests, detailed comparisons between these two approaches for the same stand has not yet been conducted.
This study is the first comprehensive comparison between traditional and recent inverse models and a very detailed FWD for computing CO\(_2\) source/sink and flux distribution within a forest canopy. The inverse models considered are the Lagrangian localized near field (LNF) method of Raupach [31,32], the Eulerian model of Katul and Albertson [14], and the recently proposed hybrid Eulerian–Lagrangian method of Siqueira et al. [37]. The FWD used is known as CAN-VEG after Baldocchi and Meyers [2] and is described in Lai et al. [18,19]. We emphasize that the CANVEG model was parameterized by independently collected leaf-level porometry and other ecological measurements, and was not calibrated or parameterized by canopy scale flux measurements. The results from all these methods were also compared with eddy-covariance measurements at the canopy top to assess the performance of each model. This study aims to identify the synergies, strengths and weaknesses of these approaches, and their applicability to estimate \(S_c\) from short and long-term micrometeorological variables.

2. Experimental setup

Measurements were made at the Blackwood Division of the Duke Forest near Durham, North Carolina (36\(^\circ\)2\('\)N, 79\(^\circ\)8\('\)W, elevation = 163 m). The site is a uniformly planted loblolly pine (\textit{Pinus taeda} L.) forest that extends 300–600 m in the east–west direction and 1000 m in the north–south direction and is part of a long-term flux monitoring initiative known as AmeriFlux. The mean canopy height (\(h\)) was 14 m (\(\pm\)0.5 m) at the time of the experiment. The topographic variations are small (terrain slope changes \(<\)5%) so that the influence of topography on the flow statistics can be neglected [13].

The CO\(_2\), latent and sensible heat fluxes were measured by an eddy-covariance system comprised of a CO\(_2/\)H\(_2\)O infrared gas analyzer (Licor-6262, LI-COR, Lincoln, NE, USA), a triaxial sonic anemometer (CSAT3, Campbell Scientific, Logan, UT, USA), and a krypton hygrometer (KH\(_2\)O, Campbell Scientific). The anemometer and hygrometer were positioned 15 m above the forest floor. The hygrometer was used to assess and correct tube attenuation effects and lagged maximum cross-correlation between vertical velocity and the measured scalar concentration as discussed in Katul et al. [15,16]. Analog signals from these instruments were sampled at 10 Hz using a Campbell Scientific 21X datalogger. Raw 10 Hz measurements were processed using the procedures described in Katul et al. [15,16].

Synchronous to the flux measurements, a Ta/RH probe (HMP32C, Campbell Scientific) was positioned at 15.5 m to measure the mean air temperature and relative humidity. A Fritchen-type net radiometer and a quantum sensor (Q7 and LI-190SA, respectively, LI-COR) were installed to measure net radiation (\(R_n\)) and photosynthetically active radiation (PAR), respectively. All meteorological variables were sampled at 1 s and averaged every 30 min using the 21X Campbell Scientific datalogger.

A multi-port system was installed to measure the mean CO\(_2\) and H\(_2\)O concentration inside the canopy at 10 levels (0.1, 0.75, 1.5, 3.5, 5.5, 7.5, 9.5, 11.5, 13.5 and 15.5 m). Each level was sampled for 1 min (45 s sampling and 15 s purging) at the beginning, the middle, and the end of each 30 min sampling period.

The leaf area density was measured with a LAI-2000 (LI-COR, Inc.) canopy analyzer in increments of 1 m. The leaf-level physiological parameters required by CANVEG were estimated from gas exchange measurements conducted by a portable CO\(_2\) and H\(_2\)O infrared gas analyzer systems (CIRAS-1, PP-Systems) and is described in Ellsworth [8]. A more detailed description of the experimental setup and procedure can be found in Lai et al. [18,19].

The period considered spans from July 25 to August 13 of 1999 because of the availability of porometry and leaf area density measurements synchronous with the CO\(_2\) concentration and flux measurements. Also, a 3-week period around July–August ensures that the measured leaf area density and other ecophysiological functions derived from porometry are static and representative of this period.

3. Theory

The fundamentals of canopy transport in the Eulerian and Lagrangian framework are briefly reviewed. The physiological functions underlying the FWD are also presented. Because the theory of both FWD and inverse models was fully described elsewhere, we only include a brief description for completeness.

3.1. Eulerian inverse model (\textit{EUL})

Applying time and horizontal averaging, the steady-state scalar conservation equation for planar homogeneous, high Reynolds and Peclet numbers flow (neglecting molecular diffusion) can be written as [10,33]

\[
\frac{\partial \langle c \rangle}{\partial t} = 0 = -\frac{\partial \langle wc' \rangle}{\partial z} + S_c
\] (1)

The overbar and \(\langle \cdot \rangle\) denote time and horizontal averaging respectively [34] and primes denote fluctuations from time averages; \(c\) is the scalar concentration, \(w\) is the vertical velocity and \(F_c = \langle wc' \rangle\) is the vertical turbulent flux.

The corresponding time and horizontally averaged conservation equation for the vertical scalar flux budget is
\[
\frac{\partial \langle w'C \rangle}{\partial t} = 0 = -\langle w'C \rangle \frac{\partial \langle e \rangle}{\partial z} - \langle w'C \rangle \frac{\partial \langle w'C \rangle}{\partial z} - \frac{1}{\rho} \left\langle \frac{c' \partial p}{\partial z} \right\rangle
\]  
\tag{2}
\]

where \( \rho \) is the mean air density and \( p \) is the pressure. In (2), buoyancy, scalar drag, and waving source production terms were neglected. The three terms on the right-hand side of (2) represent respectively the production of turbulent flux due to interactions between the turbulent flow and the mean concentration gradient, transport of the turbulent flux, and dissipation by the pressure–scalar interaction.

The last two terms on the right-hand side of (2) are unknowns requiring closure approximations. In this study, the transport term derived by Meyers and Paw [26] and the dissipation term modeled after Finnigan [10] were adopted. These approximations are

\[
\langle w'w'C \rangle = \frac{\tau}{C_8} \left[ -\langle w'w' \rangle \frac{\partial \langle e \rangle}{\partial z} - \langle w'C \rangle \frac{\partial \langle w'C \rangle}{\partial z} 
- 2 \langle w'C \rangle \frac{\partial \langle w'C \rangle}{\partial z} \right]
\]
\tag{3}

\[
\frac{1}{\rho} \left\langle \frac{c' \partial p}{\partial z} \right\rangle = C_4 \frac{\langle w'C \rangle}{\tau}
\tag{4}
\]

In (3) and (4), \( C_4 \) and \( C_8 \) are closure constants and \( \tau \) is an Eulerian time scale given by

\[
\tau = \frac{q}{\langle \varepsilon \rangle}
\tag{5}
\]

where \( q \) is a characteristic turbulent velocity, \( \langle \varepsilon \rangle \) is the mean rate of viscous dissipation, and \( u_i \) are the velocity components in the \( x_1 \) (or \( x \)), \( x_2 \) (or \( y \)), and \( x_3 \) (or \( z \)) directions, respectively, with \( x_1 \) aligned along the mean wind direction so that \( u_3 = 0 \).

Upon combining (2)–(4), a second-order ordinary differential equation (ODE) can be derived for the scalar turbulent flux [14]:

\[
A_1(z) \frac{d^2 \langle w'C \rangle}{dz^2} + A_2(z) \frac{d\langle w'C \rangle}{dz} + A_3(z) \langle w'C \rangle = A_4(z) \tag{6}
\]

where

\[
A_1(z) = \frac{2\tau}{C_8} \langle w'w' \rangle
\]

\[
A_2(z) = \frac{\tau}{C_8} \frac{d\langle w'w' \rangle}{dz} + 2 \frac{d}{dz} \left( \frac{\tau}{C_8} \langle w'w' \rangle \right)
\]

\[
A_3(z) = \frac{d}{dz} \left( \frac{\tau}{C_8} \langle w'w' \rangle \right) - C_4 \frac{1}{\tau}
\]

\[
A_4(z) = \langle w'w' \rangle \frac{d\langle e \rangle}{dz} - \frac{d}{dz} \left( \frac{\tau}{C_8} \langle w'w' \rangle \right) \frac{d\langle e \rangle}{dz}
- \left( \frac{\tau}{C_8} \langle w'w' \rangle \right) \frac{d^2 \langle e \rangle}{dz^2}
\]

The measured mean concentration profile is used only to calculate its gradient and curvature in \( A_4(z) \), the non-homogeneous term of the ODE. The flow statistics \( \langle w'w' \rangle \), \( \langle w'w'C \rangle \) and \( \tau \) can be estimated from second-order closure principles such as the momentum transport model proposed by Wilson and Shaw [41]. Finally (6) can be numerically solved for \( \langle w'C \rangle \), which upon differentiation with respect to \( z \), results in \( S_c \). This \( S_c \) can now be compared with estimates from the CANVEG (or FWD) model. The boundary conditions for (6) are

\[
z \geq h: \quad \frac{\langle w'C \rangle}{A_3(h)} = \frac{\langle w'C \rangle}{A_3(h)}
\tag{7}
\]

\[
z = 0: \quad \frac{d\langle w'C \rangle}{dz} = 0
\]

where \( h \) is the canopy height.

Eqs. (6) and (7) constitute the EUL of Katul and Albertson [14]. The constants used in the present calculations were \( C_4 = 2.5 \) and \( C_8 = 3.0 \) as discussed in Siqueira et al. [37].

4. Hybrid Eulerian–Lagrangian method (HEL)

The HEL approach adopts the second-order closure model described above to estimate the elements of the dispersion matrix [31] and computes \( S_c \) from a regression algorithm. The second-order ODE describing the concentration profile from a prescribed unit source (and hence the flux as in (1)) can be derived from (2)–(4) and is given by

\[
B_1(z) \frac{d^2 \langle e \rangle}{dz^2} + B_2(z) \frac{d\langle e \rangle}{dz} = B_3(z)
\tag{8}
\]

where

\[
B_1(z) = \frac{\tau}{C_8} \langle w'w' \rangle
\]

\[
B_2(z) = -\langle w'w' \rangle + \frac{d}{dz} \left( \frac{\tau}{C_8} \langle w'w' \rangle \right)
\]

\[
B_3(z) = - \frac{d}{dz} \left[ \frac{\tau}{C_8} \left( \langle w'C \rangle \frac{d\langle w'C \rangle}{dz} + 2 \langle w'w' \rangle \frac{d\langle w'C \rangle}{dz} \right) \right]
+ C_4 \langle w'C \rangle
\]

In (8), \( \langle w'C \rangle \) is the turbulent flux profile calculated by integrating the unit source placed at one layer via (1). That is, the elements of \( D_{ij} \) are computed by (1) positioning a unit source at a layer corresponding to node \( i \); (2) integrating this source profile to obtain the \( \langle w'C \rangle \) profile; and (3) solving the ODE in (8) for the concentration at all \( i \) nodes \( (i = 1, \ldots, n) \) resulting from the source placed at node \( j \). This procedure is repeated for \( j = 1, \ldots, m \) to obtain all the elements of the \( D_{ij} \) matrix.
5. Localized near field (LNF) theory

The LNF theory calculates the mean scalar concentration relative to a reference value \( \langle \varepsilon \rangle_R \) measured above the canopy at some reference height \((z_R; z_R > h)\) by superimposing near field \((C_n)\) and far field \((C_f)\) contributions:

\[
\langle \varepsilon \rangle - \langle \varepsilon \rangle_R = C_n + C_f \tag{9}
\]

As shown in Raupach [31,32], the near field contribution is computed via a kernel function:

\[
C_n(z) = \int_0^\infty \frac{S(z_0)}{\sigma_w(z_0)} \left[ k_n \left( \frac{z - z_0}{\sigma_w(z_0) T_L(z_0)} \right) + k_n \left( \frac{z + z_0}{\sigma_w(z_0) T_L(z_0)} \right) \right] dz_0 \tag{10}
\]

where \( \sigma_w = \sqrt{\langle w^2 \rangle} \) is the standard deviation of vertical velocity and \( T_L \) is the Lagrangian integral time scale. An analytical approximation for the kernel function \( k_n \) was derived by Raupach [31] and is given by

\[
k_n(z) = -0.39894 \ln(1 - e^{-|z|}) - 0.15623 e^{-|z|} \tag{11}
\]

The far field contribution is calculated using the result from near field and a gradient–diffusion relationship such that

\[
C_f(z) = \langle \varepsilon \rangle_R - C_n(z_R) + \int_z^{z_R} \frac{(\langle w \varepsilon^2 \rangle)}{k_R(z)} \, dz \tag{12}
\]

The far field diffusivity \( K_F \) can be approximated by

\[
K_F(z) = \sigma_w^2(z) T_L(z) \tag{13}
\]

Raupach [31] suggested that \( T_L \) might be of the same order as the canopy time scale \( h/u_c \) (also discussed in Raupach et al. [30]) such that

\[
\frac{T_L(z) u_c}{h} = \beta \tag{14}
\]

where \( u_c \) is the friction velocity and \( \beta \) is a constant (here \( \beta = 0.1 \) was used).

The dispersion matrix is computed from

\[
D_{ij} = \frac{\langle \varepsilon_i \rangle - \langle \varepsilon \rangle_R}{\Delta z_j} \tag{15}
\]

A similar procedure as described for HEL could be applied with the dispersion matrix calculated by (15). A more detailed description of the inverse models can be found in Siqueira et al. [37].

The implementation of LNF here departs from Raupach’s [31,32] original formulation to include a smoothing penalty function, known as weighted measure of length procedure [25]. This revision was shown to greatly improve the accuracy of LNF [37].

5.1. CANVEG FWD

The CANVEG approach of Baldocchi and Meyers [2] couples conservation equations for mean scalar mass (mainly CO\(_2\) and water vapor) and heat, as given by (1), a Lagrangian turbulent dispersion algorithm, energy and radiation conservation, and biophysical and physiological mechanisms responsible for stomatal opening and carbon assimilation. In (1), \( \langle \varepsilon \rangle \) is the mean scalar concentration or temperature (i.e. H\(_2\)O, CO\(_2\), and temperature \( T \)), \( \langle w \varepsilon^2 \rangle \) is the mean vertical flux of a scalar entity \( c \) (e.g. \( F_{CO_2}, F_{H_2O}, \) and \( F_T \) are CO\(_2\), H\(_2\)O, and sensible heat turbulent fluxes respectively), and \( S_c \) is the mean vegetation source strength above the forest floor. Using the concept of dispersion matrix as in HEL or LNF, a prognostic equation establishes the interdependency between source and concentrations:

\[
\langle \varepsilon \rangle - \langle \varepsilon \rangle_R = \sum_{j=1}^{N} S_j D_{ij} \Delta z_j \tag{16}
\]

where \( i \) and \( j \) are the indices for concentration and source strength location respectively, \( \Delta z_j \) is the discrete layer thickness within the canopy, \( N \) is number of layers within the canopy volume and subscript \( R \) refers to a reference height. In this implementation the \( D_{ij} \) matrix is calculated by following the trajectory of an ensemble of fluid parcels, using the random walk algorithm of Thompson [38], released uniformly from a unit source placed at each \( j \)th layer. Like EUL and HEL, Wilson and Shaw’s [41] second-order closure model provides the required velocity statistics for the calculation of scalar dispersion. We emphasize that both forward and inverse calculations adopted the same flow statistics, and hence, differences between them cannot be attributed to the specification of the flow field.

An additional equation is derived from physiological controls on \( S_c \):

\[
S_c(z) = -\rho a(z) \left( \frac{\langle \varepsilon \rangle}{r_b(z) + r_s(z)} \right) \tag{17}
\]

where, \( \rho \) is the plant area density, \( \varepsilon \) is the mean intercellular scalar concentration, \( r_b(z) \) is the boundary layer resistance, and \( r_s(z) \) is the stomatal resistance. Eqs. (16) and (17) permit a complete mathematical description of \( \langle \varepsilon \rangle, F_c \) and \( S_c \) if \( \varepsilon, r_b, r_s, \) and \( r_s \) are known or parameterized.

The estimation of \( r_b \) is based on flat plate theory [2,35] and is given by

\[
r_b = \frac{l_0}{d_m Sh} \tag{18}
\]

where \( l_0 \) is the characteristic leaf length scale, \( d_m \) is the molecular diffusivity of a scalar entity, and \( Sh \) is the Sherwood number, which can be determined from the mean longitudinal velocity inside the canopy.
The stomatal conductance $G_s$ ($= r_s^{-1}$) is computed by linking $G_s$ to leaf photosynthesis ($A_n$), relative humidity (rh) and CO$_2$ concentration at the leaf surface ($c_i$), as described by Ball et al. [4] and Collatz et al. [6], and is given by

$$G_s = m \frac{A_{nrh} c_s}{C_s} + b \quad (19)$$

where $m$ and $b$ are empirical parameters that vary with vegetation type (but can be independently determined from porometric measurements). According to Farquhar et al. [9] photosynthesis model, $A_n$ is given by

$$A_n \approx \min \left\{ \frac{J_E}{J_S}, \frac{J_C}{J_S} \right\} - R_d \quad (20)$$

where $J_E$ and $J_C$ are the assimilation rates restricted by either electron transport through the photosystem or ribulose bisphosphate (RuBP) carboxylase (Rubisco), respectively, and $R_d$ is the respiration rate during daylight but in the absence of photorespiration. The formulation and parameterization of $J_E$, $J_C$ and $R_d$ as a function of PAR, the intercellular CO$_2$ concentration ($c_i$), and surface temperature ($T_s$) are presented in Lai et al. [19]. Note that (19) and (20) require $A_n$, rh and $T_s$ within the canopy, hence, all three scalars (H$_2$O, CO$_2$ and T) must be simultaneously considered in (1), (16) and (17) (i.e. 9 equations).

An energy budget is employed at the leaf surface for each level within the canopy to compute both mean leaf temperature ($T_s$) and absorbed radiation. These parameters are necessary to calculate $c_i$ for the model of Farquhar et al. [9] and to account for the dependency of leaf assimilation rate on $T_s$.

The extra-terrestrial radiation was decomposed into solar radiation and thermal radiation. The solar radiation was further divided into direct beam and diffuse radiation [5,27]. After subtracting the reflected quantities for PAR and near-infrared radiation (NIR) by the canopy surface, the remaining radiation is transmitted through canopy volume. The light transmission through the canopy is computed for sunlit and shaded portions separately to estimate PAR and NIR irradiance absorbed at each canopy level using the model of Campbell and Norman [5]. See [19] for the details on the calculation of canopy light attenuation.

6. Results and discussion

Comparisons between computed fluxes and sources by the three inverse methods and one FWD are conducted. For the three inverse methods, mean CO$_2$ concentration profiles within and above the canopy as well as the friction velocity ($u_*$) above the canopy are used as input. For the FWD, the forcing variables include measured incident radiation, mean streamwise velocity component, mean air temperature, mean CO$_2$ and water vapor concentrations above the canopy. The physiological and canopy attributes include leaf area density distribution along with the parameters of the Collatz et al. [6] model as described in Lai et al. [18,19]. Comparisons between the modeled fluxes and eddy-covariance measurements at the canopy top are also discussed.

The grid arrangements for each model were as follows: for EUL the calculation domain was discretized into a 165 node uniform mesh; for HEL and LNF the canopy was divided into seven layers. For FWD the canopy was divided into 14 evenly spaced layers. Note that the number of layers for HEL and LNF is less than that for FWD. The reason is that it is desirable to have redundant data points (when possible) to decrease the model sensitivity to concentration measurement errors. Sensitivity to the choice of the grid spacing is described elsewhere [37].

6.1. Generation of the flow statistics inside the canopy

The implementation of EUL and HEL requires the standard deviation of vertical velocity, $\sigma_u$, (also needed by LNF and FWD), relaxation time scale, and the third moment of vertical velocity. The second-order closure model of Wilson and Shaw [41], using the measured leaf area density shown in Fig. 1b, was used to generate these velocity statistics. Siqueira et al. [37] compared the velocity statistics measured and calculated with the model of Wilson and Shaw [41] for the same stand but for a different period. They concluded that the performance of this closure model is sufficiently adequate for conducting scalar transport calculations. Fig. 1a shows the
calculated $\sigma_w$ normalized by $u_*$, which is the critical velocity statistic in all models. As expected, the calculated $\sigma_w$ is attenuated in the deeper layers of the canopy but sharply increases after the leaf area density peaks.

To account for atmospheric stability on scalar transport, corrections to the flow statistics and relaxation time scale, $\tau$, and Lagrangian integral time scale, $T_L$, for $z/L > 0$ at the canopy top (where $L$ is Obukhov length) were conducted as described by Lai et al. [17].

6.2. Comparison with eddy-covariance flux measurements

Fig. 2 shows the 1 to 1 comparisons between the models and eddy-covariance measurements for various stability conditions. Table 1 presents the statistical parameters of this comparison. It is clear that the FWD outperforms the inverse models for all stability conditions (see Table 1). In particular, under near-neutral stability condition, FWD agrees better with the measurements when compared to the three inverse models.

Under unstable conditions the agreement degraded for all methods yet the FWD still produced superior results. Despite the corrections applied to the relaxation time scale, $\tau$, and Lagrangian integral time scale, $T_L$, for $z/L > 0$ (where $L$ is Obukhov length), poor agreement is still observed under stable conditions for all four methods. None of them considered the local stability effects in their formulation. It is clear that corrections applied to the time scale alone are not sufficient to improve the model predictive skills.

A comparison between measured and modeled CO$_2$ fluxes under neutral conditions, bin-averaged by time of the day is shown in Fig. 3. All models captured the canonical form of CO$_2$ uptake during photosynthesis periods and CO$_2$ release during nighttime respiration periods. The three inverse models produced more erratic flux distribution when compared to the FWD model. This is of no surprise given their hypersensitivity to unavoidable measurement errors in the mean concentration. This problem could be minimized with longer ensemble averaging periods. The FWD, being driven by
gradually varying forcing variables (e.g. incident radiation) resulted in a smooth solution for fluxes. However, the model overestimated the negative CO₂ flux especially in the morning (between 8:00 and 10:00). When the respiration dominates the CO₂ exchange processes, all models fail to reproduce well the positive CO₂ flux. The inverse models highly overestimate the respiration fluxes due to the large concentration gradient during nighttime resulting from CO₂ build up in the lower canopy layers (see Fig. 6a) and is interpreted as a source term rather than storage flux. FWD underestimated the CO₂ flux possibly an indication that the model underestimates nighttime plant respiration.

6.3. Comparisons of source and flux distributions between FWD and inverse models

Having discussed the limitation of these models in reproducing the fluxes above the canopy, we proceed to compare their estimated vertical flux and \( \Delta X \) distributions. Fig. 4a shows an ensemble contour map of the CO₂ flux distribution as a function of time of the day and depth, and Fig. 4b the CO₂ flux profiles averaged around noon (11:00–13:00). All models produced similar patterns of CO₂ uptake when photosynthesis dominated. The models predicted a maximum CO₂ flux between 10:00 and 12:00. After 12:00, FWD estimated a linear decrease in the CO₂ uptake while the inverse models presented a secondary maximum around 16:00 (see Figs. 3 and 4a).

Fig. 3. Comparison between measured (dots) and modeled (lines) ensemble averaged temporal variation of CO₂ fluxes above the canopy. For reference, one standard deviation of the binned \( F_c \) (measured) is also shown.

<table>
<thead>
<tr>
<th>N</th>
<th>Unstable</th>
<th>EUL</th>
<th>HEL</th>
<th>LNF</th>
<th>FWD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept (mg m⁻² s⁻¹)</td>
<td>0.06</td>
<td>0.18</td>
<td>0.37</td>
<td>-0.24</td>
<td></td>
</tr>
<tr>
<td>RMSE (mg m⁻² s⁻¹)</td>
<td>0.62</td>
<td>0.77</td>
<td>0.90</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>( R )</td>
<td>0.29</td>
<td>0.35</td>
<td>0.36</td>
<td>0.58</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>Neutral</th>
<th>EUL</th>
<th>HEL</th>
<th>LNF</th>
<th>FWD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept (mg m⁻² s⁻¹)</td>
<td>0.38</td>
<td>0.31</td>
<td>0.33</td>
<td>-0.13</td>
<td></td>
</tr>
<tr>
<td>RMSE (mg m⁻² s⁻¹)</td>
<td>0.72</td>
<td>0.71</td>
<td>0.66</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>( R )</td>
<td>0.61</td>
<td>0.62</td>
<td>0.59</td>
<td>0.81</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>Stable</th>
<th>EUL</th>
<th>HEL</th>
<th>LNF</th>
<th>FWD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept (mg m⁻² s⁻¹)</td>
<td>0.41</td>
<td>0.36</td>
<td>0.29</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>RMSE (mg m⁻² s⁻¹)</td>
<td>0.68</td>
<td>0.68</td>
<td>0.55</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>( R )</td>
<td>0.27</td>
<td>0.22</td>
<td>0.23</td>
<td>0.27</td>
<td></td>
</tr>
</tbody>
</table>

Table 1

Comparison between measured \( F_c \) (ec) and modeled \( F_c \) (model) CO₂ fluxes (mg m⁻² s⁻¹) above the canopy for each model and atmospheric stability condition. The regression model is \( F_c \) (model) = Slope \( F_c \) (ec) + Intercept. The correlation coefficient (\( R \)) and the root-mean-squared error (RMSE, mg m⁻² s⁻¹) are shown. \( N \) is the number of profiles for each stability condition.
Similar to the results presented by Leuning [22] for a rice canopy, the inverse models estimated a higher ground CO$_2$ flux when compared to FWD (Fig. 4b). This discrepancy could be attributed to uncertainties in the specification of the turbulent time scale in the lower layers of the canopy. EUL showed a near-zero ground flux due to the fact that the velocity statistics are very small in the deeper canopy layers. However, just above the ground, the flux increases to a level similar to HEL and LNF. Since the leaf area density is small in this region, this higher flux could well be interpreted as a ground flux for this model.

In contrast to flux distribution, discrepancies between calculated source strength distribution by each model are more pronounced (Fig. 5a). The FWD model shows a smooth distribution of CO$_2$ sink during daylight period as a result of the integrated light attenuation (i.e. averaging over the irregularity in leaf area density). During nighttime, the FWD estimated little plant respiration. The inverse models predicted rather erratic distribution clearly highlighting the low "signal to noise" ratio in inferring sources from such concentration measurements. During daylight hours, the models predicted the same order of magnitude source strength with HEL and FWD source distributions being most consistent. For nighttime, the inverse models generated unrealistic high source strength. Fig. 5b reveal that, around noon, FWD and HEL predicted a maximum CO$_2$ sink strength at mid canopy ($0.4 < z/h < 0.6$) which is co-located with the region of maximum leaf area density while EUL and LNF estimated the maximum closer to the canopy top (see Fig. 5b). LNF also predicted a local maximum at the bottom layer of the canopy ($z/h = 0.3$).

Fig. 6a shows the mean CO$_2$ concentration distributions measured (and used by the inverse models) and
calculated by FWD. The FWD predicted the lowest CO₂ value around noon while the lowest measured CO₂ occurred later in the day. FWD was able to reproduce the overall mean CO₂ concentration depletion inside the canopy even though the measured CO₂ is apparently more well mixed (see also Fig. 6b). During nighttime, the FWD failed to properly reproduce the CO₂ build up in the deeper layers of the canopy. We emphasize that none of the inverse models considered the storage terms in their formulations.

To assess how and when this assumption leads to potentially large errors, we conducted a study on the relative importance of the storage term. Fig. 7 shows a distribution of normalized time derivative of CO₂ (i.e. the storage term inferred from the measured concentration). A reference source of 0.1 mg m⁻³ s⁻¹, representative of the mean CO₂ sink magnitude across the most active region of the canopy is chosen as a normalizing variable. It is clear that storage effects are significant during nighttime and early morning, which corresponds to the periods where all models have the poorest performance. Hence, some of the departure from calculated and measured values could be attributed to the steady-state assumption inherent to all the methods.

7. Conclusions

A comparison between three inverse models and one FWD to estimate CO₂ fluxes and source/sink strengths within a pine canopy was conducted. From this analysis it was shown that

- The FWD better reproduces the statistics of the CO₂ flux at the canopy top for all stability conditions when compared to the three inverse methods. As expected, all models provided best results for near-neutral atmospheric stability condition. Very poor agreement was noted for stable condition.
- On average, the models exhibit a similar distribution of CO₂ fluxes inside the canopy during daylight period, but the inverse models estimated much higher CO₂ ground flux during nighttime.
- Discrepancies between models are more apparent in the source distribution when compared to the flux. All in all, HEL and FWD provided the most consistent CO₂ uptake patterns during net photosynthesis periods. None of the models reproduced well nighttime respiration.
- The CO₂ storage, not considered in any method thus far, is shown to be important during nighttime and early morning hours.

These findings suggest that FWDs are better suited for reproducing the 30-min flux variation than inverse models at the expense of detailed physiological parameterization. At longer time scales (i.e. weeks), both FWD and inverse models provided comparable results, at least in an ensemble average sense. Given the large number of parameters needed for the FWD and given the difficulty in estimating \( S_c \) in forested systems at different time scales, a combination of these different approaches in a symbiotic methodology is suggested.
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