Gap-filling missing data in eddy covariance measurements using multiple imputation (MI) for annual estimations
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Abstract

Missing data is a ubiquitous problem in evaluating long-term experimental measurements, such as those associated with the FluxNet project, due to the equipment failures, system maintenance, power-failure, and lightning strikes among other things. To estimate annual values of net ecosystem carbon exchange (NEE), latent heat flux (LE) and sensible heat flux (H), such gaps in the measured data must be filled or imputed. So far, no standardized method has been accepted and the imputation methods used are largely dependent on the researchers’ choice. Here, we used multiple imputation (MI) to gap-fill the missing data for annual estimations of NEE, LE and H at three flux sites associated with the FluxNet effort. MI is a Monte Carlo technique in which the missing values are replaced by several simulated values. Each data set imputed is a complete one where the observed values are the same as those in the original data set; only the missing values are different. Thus, the normal statistical analysis (e.g. annual total calculation) can be applied to each data set separately. The results of each analysis can be recombined into one summary. We applied the MI method to eddy covariance measurements collected from Walker Branch Watershed (WBW) site (a deciduous forest), Duke site (a coniferous forest) and Niwot site (a subalpine forest). Results showed that annual estimations of NEE, LE and H by MI were comparable to other imputation methods but MI was much easier to apply because of readily available software and standard algorithms. Besides the normal statistical analyses, MI also provided confidence intervals for each estimated parameter. This confidence interval is most useful when assessing energy, water, and carbon balance closures at a given tower site. Significant differences in annual NEE, LE and H were found among years at the three AmeriFlux sites. NEE at the Niwot Ridge site was lower and LE and H were higher than at the other two sites. With the available software and realistic gap-filling capability, MI has the potential to become a standardized method to gap-fill eddy covariance flux data for annual estimations and to improve the analysis of uncertainties associated with annual estimations of NEE, LE and H from regional and global flux networks.
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1. Introduction

Net ecosystem carbon exchange (NEE) between the atmosphere and biosphere is an important component in global carbon cycling. In order to understand the temporal and spatial variations of NEE, a worldwide
network, FluxNet, equipped with eddy covariance flux towers, is operating to collect NEE, latent heat (LE) and sensible heat (H) fluxes from more than 140 sites around the world (Baldocchi et al., 2001). However, missing or rejected data in these measurements is a ubiquitous problem due to equipment failures (system/sensor breakdown), maintenance and calibration, spikes in the raw data, and physical and biological constraints (e.g. storms, hurricanes, and non-optimal wind directions). For example, about 22% of the total half-hourly daytime measurements were found to reflect gaps and rejected data at the Walker Branch Watershed (WBW) AmeriFlux site (Wilson and Baldocchi, 2001), and 35% at the Duke site (Katul et al., 2001), and less than 20% at the Niwot Ridge site (Monson et al., 2002). In general, about 17–50% of the observations in NEE are reported as missing or rejected at FluxNet sites (Falge et al., 2001a).

The gaps in observed data cause at least three problems: (1) difficulty in annual estimation of NEE, LE and H; (2) biased relationships between NEE, LE and H with climatic variables; and (3) low quality data for modeling validation. As most statistical methods, such as total calculation and regression analysis, can only handle complete data sets, observations with missing data for one or more variables should be ignored in the analysis (i.e. listwise deletion). Depending on the percentage of missing information, analytic power may be significantly reduced and the results may be biased (Little and Rubin, 2002; Allison, 2000).

To accurately calculate annual values of NEE and energy fluxes at FluxNet sites, gap-filling to account for the missing data is imperative. The commonly used methods for filling missing data include mean replacement (i.e. using mean of observed values to replace missing data), hot or cold dock (i.e. a randomly or systematically chosen value from an individual observation that has similar values on other variables), interpolation and extrapolation (i.e. an estimated value from other observations for the same variable), and regression analysis (i.e. the predicted value obtained by regressing the missing variable on other variables). For example, Greco and Baldocchi (1996) and Jarvis et al. (1997) have used modified mean replacement method (i.e. values of 15 days to replace the missing value in diurnal data variation). The regression analysis method has been widely used by other researchers (Goulden et al., 1996; Granier et al., 2000; Pilegaard et al., 2001; Grünwal and Bernhofer, 2000; Monson et al., 2002; Hui et al., 2003). The neural networks method has been proposed by Aubinet et al. (2000). In a comprehensive study, Falge et al. (2001a) compared three methods including mean diurnal variation (similar to mean replacement), look-up tables and nonlinear regression on the annual sum of NEE for 28 data sets from 18 FluxNet sites, and found that the differences in annual NEE estimation by different gap-filling methods ranged from −45 to 200 g C m$^{-2}$ per year. Their study also emphasized the importance of the method of standardization during the data post-processing phase, so comparable data can be obtained to address intercomparisons across different ecosystems, climatic conditions, and multiple years (Falge et al., 2001a,b).

In this study, we applied a generic multiple imputation (MI) method to the data of eddy covariance measurements collected from the WBW site (a deciduous forest), the Duke Forest site (a coniferous forest) and the Niwot Ridge site (a coniferous forest). MI is a Monte Carlo technique in which the missing values are replaced by several simulated values (Rubin, 1987). Each data set imputed is a complete one where the observed values are the same as in the original data set, only the missing values are different. So the normal statistical analyses (e.g. annual total calculation, regression analysis) can be applied separately to each data set. The results of each analysis are then recombined into one summary. Compared with other methods, MI produces the mean estimate as well as a confidence interval of the mean. It has been successfully used in the social and behavioral sciences (King et al., 2001; Schafer and Graham, 2002), medical studies (Barnard and Meng, 1999), nursing research (Kneipp and McIntosh, 2001; Patrician, 2002), and public health research (Zhou et al., 2001). In this inter-comparison, we first describe the procedure of MI, then apply it to gap-fill the eddy covariance data for NEE, LE and H at three sites; we also compare the results with other methods.

2. Multiple imputation

MI is a general-purpose method for analyzing data sets with missing observations and is broadly applica-
ble to a variety of different types of data sets. It was proposed by Rubin (1977) and described in detail by Rubin (1987) and Schafer (1997). Briefly, three steps are involved in MI: imputation, analysis, and pooling. First, sets of plausible values for missing observations are created that reflect uncertainty about the imputation model. Each of these sets of plausible values is used to fill-in the missing values and create a complete data set. Second, each of these data sets is analyzed using normal statistical methods. Finally, the results are combined, which allows the uncertainty regarding the imputation to be taken into account (Horton and Lipsitz, 2001).

2.1. Imputation

Let \( Y \) be the \( n \times p \) matrix of the complete data including \( p \) variables (e.g. PAR, \( T_a \), \( T_s \), \ldots, NEE, LE and \( H \)) which is not fully observed, and denote the observed part of \( Y \) by \( Y_{obs} \) and the missing part by \( Y_{mis} \). Suppose that \( Y = (Y_{obs}, Y_{mis}) \) have a \( p \)-variate normal distribution with mean \( \mu = (\mu_1, \mu_2, \ldots, \mu_p) \) and covariance matrix \( \Sigma = (\sigma_{jk}) \). Imputation simulates \( Y_{mis} \) given \( Y_{obs} \). MI generates \( m \) imputations, typically 3–5, for a given missing data point. MI data sets are simulated draws from a Bayesian predictive distribution of the missing data. To begin the imputation process, initial estimates of mean vector \( \mu \) and covariance matrix \( \Sigma \) are needed which can be obtained by maximum likelihood estimation.

Maximum likelihood estimates of the mean vector and covariance matrix can be generated using the expectation and maximization (EM) algorithm. The EM algorithm is a technique that finds maximum likelihood estimates in parametric models for incomplete data (Dempster et al., 1977) and has been widely applied in genetic researches (e.g. Jiang and Hui, 1995; Jiang and Zeng, 1997; Hui et al., 1997) and many other studies (e.g. Dayan and Hinton, 1997; Barnard and Meng, 1999; Schafer and Graham, 2002; Carsob et al., 2002). It is an iterative procedure involving the following steps.

2.1.1. The expectation E-step

Given a set of parameter estimates \( \theta \), such as a mean vector \( \mu \) and covariance matrix \( \Sigma \) for a multivariate normal distribution, the E-step calculates the condition expectation of the complete-data log likelihood, which can be expressed as

\[
\ln L(\mu, \Sigma | Y_{obs}) = \sum_{l=1}^{g} \ln L_{l}(\mu, \Sigma | Y_{obs})
\]

where \( g \) is the number of groups with distinct missing patterns, \( L_{l}(\mu, \Sigma | Y_{obs}) \) is the observed-data log likelihood from the \( l \)th group, and

\[
\ln L_{l}(\mu, \Sigma | Y_{obs}) = \frac{n_{l}}{2} \ln |\Sigma_l| - \frac{1}{2} \sum_{i=1}^{n_{l}} (y_{il} - \mu_{l})^\prime \Sigma_{l}^{-1} (y_{il} - \mu_{l})
\]

where \( n_{l} \) is the number of observations in the \( l \)th group, \( y_{il} \) is a vector of observed values corresponding to observed variables, \( \mu_{l} \) is the corresponding mean vector, and \( \Sigma_{l} \) is the associated covariance matrix.

At the \( t \)th iteration of EM, let \( \theta^{(t)} = (\mu^{(t)}, \Sigma^{(t)}) \) denote current estimates of parameters. The E-step of the algorithm consists in calculating

\[
E \left( \sum_{i=1}^{n} y_{ij} | Y_{obs}, \theta^{(t)} \right) = \sum_{i=1}^{n} \bar{y}_{ij}^{(t)}, \quad j = 1, 2, \ldots, p
\]

and

\[
E \left( \sum_{i=1}^{n} y_{jk} y_{ik} | Y_{obs}, \theta^{(t)} \right) = \sum_{i=1}^{n} \bar{y}_{jk}^{(t)} + \bar{e}_{jk}^{(t)}
\]

\( j, k = 1, 2, \ldots, p \)

where

\[
y_{ij}^{(t)} = \begin{cases} y_{ij} & \text{if } y_{ij} \text{ is observed} \\ E(y_{ij} | Y_{obs}, \theta^{(t)}) & \text{if } y_{ij} \text{ is missing} \end{cases}
\]

and

\[
e_{jk}^{(t)} = \begin{cases} 0 & \text{if } y_{ij} \text{ or } y_{jk} \text{ is observed} \\ \text{Cov}(y_{ij}, y_{jk} | Y_{obs}, \theta^{(t)}) & \text{if } y_{ij} \text{ and } y_{jk} \text{ are missing} \end{cases}
\]

Missing values \( y_{ij} \) are thus replaced by the conditional mean of \( y_{ij} \) given the set of observed values \( y_{obs} \) (Little and Rubin, 2002).
2.1.2. The maximization M-step

Given a complete-data, the M-step finds the parameter estimates to maximize the complete-data log-likelihood from the E-step. The new estimates \( \hat{\theta}^{(t+1)} \) of the parameters are:

\[
\hat{\mu}_j^{(t+1)} = \frac{1}{N} \sum_{i=1}^{N} y_{ij}^{(t)}, \quad j = 1, 2, \ldots, p
\]

\[
\hat{\sigma}^{(t+1)}_{jk} = \sigma^{(t)}_{jk} - \frac{1}{N} \sum_{i=1}^{N} (y_{ij}^{(t)} - \hat{\mu}_j^{(t+1)})(y_{ik}^{(t)} - \hat{\mu}_k^{(t+1)}) + \frac{1}{m} \sum_{k=1}^{m} (y_{ik}^{(k)} - \hat{\mu}_{jk}^{(k)})^2
\]

The two steps are iterated until the iterations converge (i.e. the estimates barely change from one iteration to the next, e.g. less than a small number, 10^{-5}).

In the next step, a data augmentation algorithm, the Markov Chain Monte Carlo (MCMC), is used to generate the imputed data. MCMC uses the initial values obtained from the EM algorithm and constructs a Markov chain to simulate draws from the posterior distribution of \( p(Y_{mis}|Y_{obs}) \). This can be implemented using the imputation-posterior (IP) algorithm (Schafer, 1997), which is similar to EM. At the ith iteration, the steps can be defined as follows.

2.1.3. The imputation I-step

With the estimated mean vector and covariance matrix, the I-step simulates the missing values for each observation independently. That is, draw values for \( Y_{mis} \) from \( p(Y_{mis}|Y_{obs}, \theta^{(t)}) \), a conditional distribution given observed variables \( Y_{obs} \).

2.1.4. The posterior P-step

P-step simulates the posterior mean vector and covariance matrix from the complete data set, i.e. draws \( \hat{\theta}^{(t+1)} \) from \( p(\theta|Y_{obs}, Y_{mis}^{(t+1)}) \). These new estimates are then used in the next I-step. The two steps are iterated long enough for the results to be reliable for a multiply imputed data set. This creates a Markov chain \( \{y^{(1)}, \theta^{(1)}\}, \{y^{(2)}, \theta^{(2)}\}, \ldots, \{y^{(t)}, \theta^{(t)}\}, \ldots \) which converges in distribution to \( p(Y_{mis}, \theta|Y_{obs}) \). Assuming it iterates converge to a stationary distribution, the goal is to simulate an approximately independent draw of the missing values from this distribution (see Appendix A for details in computation).

Imputations can be drawn from one Markov chain or multiple independent chains. Clearly \( m \) independent Markov chains are preferable, but the cost is running \( m - 1 \) additional MCMC simulations using the IP algorithm. The advantage of MCMC method is that it can handle arbitrary patterns of missing data and the downsides are: (1) it requires an assumption of multivariate normality; and (2) it is not readily intuitive and computationally expensive.

2.2. Analysis

With \( m \) imputed complete data sets, any chosen statistical analysis can be applied to each of them. In this study, we calculated the annual sum of NEE, LE and \( H_t \) and their standard errors.

2.3. Pooling (combining results from multiply imputed data sets)

With \( m \) imputations, \( m \) different sets of the point and variance estimates for a parameter \( Q \) (i.e. annual sum here) can be computed (SAS Institute Inc., 2002; Fichman and Cummings, 2003). No matter which complete-data analysis is used, the process of combining results from multiple imputed data sets is essentially the same. Suppose \( \hat{Q}_i \) and \( U_i \) are the point and variance estimates from the ith imputed data set, \( i = 1, 2, \ldots, m \). Then the combined point estimate for \( Q \) from MI is the average of the \( m \) complete-data estimates:

\[
\hat{Q} = \frac{1}{m} \sum_{i=1}^{m} \hat{Q}_i
\]

Suppose \( U \) is the within-imputation variance, which is the average of the \( m \) complete-data estimates:

\[
\hat{U} = \frac{1}{m} \sum_{i=1}^{m} U_i
\]

and \( B \) be the between-imputation variance:

\[
B = \frac{1}{m} \sum_{i=1}^{m} (\hat{Q}_i - \hat{Q})^2
\]

Then the variance estimate associated with \( \hat{Q} \) is the total variance:

\[
\hat{T} = \hat{U} + \left(1 + \frac{1}{m}\right) B
\]
The statistic \(Q \sim \frac{(m-1)R}{\sigma^2} \chi^2_{m-1}\) is approximately distributed as \( t \) with \( m \) degrees of freedom (Rubin, 1983), where \( m = (m - 1)(1 + \bar{U}/(1 + r_{m-1}^2)) \). A rough 95% confidence interval can be obtained as 
\[
\hat{Q} \pm t_{m-1,0.05} \sqrt{\frac{1}{2}}.
\]

3. Site descriptions and data collection

As case studies, we applied MI to gap-fill the eddy covariance data collected from the Walker Branch Watershed, the Duke Forest and the Niwot Ridge AmeriFlux sites. General information about these sites is given briefly in the following paragraphs. For detailed information, see Baldocchi (1997), Baldocchi and Wilson (2001), Wilson and Baldocchi (2000, 2001), Kanal et al. (1997, 1999) and Monson et al. (2002).

3.1. Walker Branch Watershed site

This site is located in the US Department of Energy reservation near Oak Ridge, TN (35°57′30″N, 84°17′15″W). The vegetation is temperate broad-leaved forest, including species of oak (Quercus spp.), maple (Acer spp.) and tulip poplar (Liriodendron tulipifera). The site is in hilly terrain, and the upwind fetch of the forest extends several kilometers in all directions (Baldocchi et al., 2000). The forest is about 58 years old. Canopy height is 25–26 m and peak leaf area index is 4.9–6.0 m\(^2\) m\(^{-2}\), determined as \( \frac{1}{2} \). The site consists of an even-aged loblolly pine (Pinus taeda) forest. Tree growth in the plantation is remarkably uniform, with a median height of 13 m, a mean diameter at breast height of about 15 cm and a peak leaf area index of about 3.5 m\(^2\) m\(^{-2}\) (in 1996). Fluxes for CO\(_2\), H\(_2\)O and sensible heat were measured using a Li-Cor 6262 gas analyzer together with a CSAT3 (Campbell Scientific) triaxial sonic anemometer. PAR was measured over the canopy using Li-190SZ (Li-Cor In., Lincoln, NE, USA). \( T_{A} \) and WS were measured using the CSAT3 anemometer at the canopy top. RH and VPD were measured using a Vaisala probe positioned at 2/3 the canopy height. \( T_{S} \) was measured via thermistors (Siemens GmbH, Nurnberg, Germany) at one point at 10–12 cm depth.

3.2. Duke Forest site

This site is located in Orange County, NC, USA (35°58′N, 79°05′W). The site consists of an even-aged second growth subalpine forest, dominated by three conifers, Engelmann spruce (Picea engelmannii), lodgepole pine (Pinus contorta), and subalpine fir (Abies lasiocarpa). Canopy height is 11.4 m and maximum LAI is \( \approx 4.2 \) m\(^2\) m\(^{-2}\). WS was measured with a Campbell Scientific Inc. (model CSAT-3) sonic anemometer and CO\(_2\) concentration was measured with a Licor Inc. (model 6262) closed-path infrared analyzer.

Data used in the analysis were mainly downloaded from the above three sites through links at the FluxNet website (http://orl5.ornl.gov/ameriflux/Data/index.cfm, 10/1/2002). In order to compare with the methods used by Falge et al. (2001a,b), we also downloaded gap-filled data by Falge et al. (2001a,b) (http://public.ornl.gov/fluxnet/gapzips.cfm, 10/1/2002). When data sets contained both observed and gap-filled data, we deleted the gap-filled values, and flagged them as missing values. In total, 7 years of eddy covariance measurements including NEE, LE, H, PAR, \( T_{A} \), \( T_{S} \), RH, VPD, \( \bar{U} \), WS and LAI were obtained for the three sites. MI was conducted using SAS software (SAS Institute Inc., 2002). The analysis includes the following steps: (1) Using PROC MI to create the multiple data sets, each data set is a complete one as the missing values were imputed. Five imputations \((m = 5)\) were created using multiple chains. We selected an EM algorithm (maximum number of iterations used in EM was set to 500) for initial value estimations and
MCMC for data augmentation. The number of burn-in iterations before the first imputation in each chain for MCMC method was set to 1000 and the number of iterations between imputations in a single chain was set to 500. (2) Using standard procedures, PROC MEANS and PROC CORR, to calculate mean and covariance of analyzed variables from these data sets (Hui and Jiang, 1996); (3) Using PROC MIANALYZE to combine the results from each data set analyzed in step 2, and get the means, standard errors and confidence intervals. The running time for each year was less than 3 min on a Dell Precision Workstation 340.

4. Results

4.1. Gaps in observed NEE, LE, H and climatic variables

Missing or rejected data in measured NEE, LE and H ranged from 9 to 60, 6 to 60, 6 to 34, for the Walker Branch, Duke Forest, and Niwot Ridge sites, respectively, among the studied years (Table 1). Missing information was 6–17% for NEE, LE and H at the Niwot Ridge site, remarkably less than that at the other two sites. Compared to ecosystem carbon and energy fluxes, values of climatic variables were well recorded. Only $R_n$ and $u^*$ had more missing data, ranging from 18–42% at the WBW site and 26–51% at the Duke site (Table 1). A small number of missing climatic variable values were imputed by the regression method before MI at the Niwot Ridge site (Monson et al., 2002).

4.2. Annual estimation of NEE, LE and H

Annual NEE estimated by MI at the WBW site was $-842$, $-923$, and $-845$ g C m$^{-2}$ per year in 1995, 1996 and 1997, respectively (Table 2). The corresponding 95% confidence interval

<table>
<thead>
<tr>
<th>Site, year</th>
<th>NEE (g C m$^{-2}$ per year)</th>
<th>LE (MJ m$^{-2}$ per year)</th>
<th>H (MJ m$^{-2}$ per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBW, 1995</td>
<td>$-842$ 29</td>
<td>1336 19</td>
<td>967 21</td>
</tr>
<tr>
<td>WBW, 1996</td>
<td>$-923$ 25</td>
<td>1382 21</td>
<td>876 20</td>
</tr>
<tr>
<td>WBW, 1997</td>
<td>$-845$ 28</td>
<td>1538 22</td>
<td>976 22</td>
</tr>
<tr>
<td>Duke, 1998</td>
<td>$-624$ 34</td>
<td>1129 24</td>
<td>967 22</td>
</tr>
<tr>
<td>Duke, 1999</td>
<td>$-744$ 20</td>
<td>1254 19</td>
<td>976 22</td>
</tr>
<tr>
<td>Niwot, 1999</td>
<td>$-162$ 11</td>
<td>1622 16</td>
<td>1311 35</td>
</tr>
<tr>
<td>Niwot, 2000</td>
<td>$-123$ 9</td>
<td>1685 16</td>
<td>1320 35</td>
</tr>
</tbody>
</table>

Table 1: Percentages of missing or rejected NEE, LE and H, and climatic variables at WBW, Duke and Niwot sites

<table>
<thead>
<tr>
<th>Site, year</th>
<th>NEE</th>
<th>LE</th>
<th>H</th>
<th>PAR</th>
<th>$T_a$</th>
<th>$T_s$</th>
<th>RH</th>
<th>VPD</th>
<th>$R_a$</th>
<th>WS</th>
<th>$s^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBW, 1995</td>
<td>46.6</td>
<td>30.5</td>
<td>34.2</td>
<td>0</td>
<td>0.3</td>
<td>1.1</td>
<td>0</td>
<td>0</td>
<td>41.6</td>
<td>4.4</td>
<td>22.7</td>
</tr>
<tr>
<td>WBW, 1996</td>
<td>44.1</td>
<td>37.4</td>
<td>29.7</td>
<td>0</td>
<td>0</td>
<td>1.1</td>
<td>0</td>
<td>0</td>
<td>32.2</td>
<td>17.6</td>
<td>-------</td>
</tr>
<tr>
<td>WBW, 1997</td>
<td>47.3</td>
<td>30.1</td>
<td>33.0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>40.8</td>
<td>5.4</td>
<td>28.6</td>
</tr>
<tr>
<td>Duke, 1998</td>
<td>59.5</td>
<td>59.5</td>
<td>31.0</td>
<td>0</td>
<td>23.7</td>
<td>10.5</td>
<td>50.7</td>
<td>50.7</td>
<td>51.0</td>
<td>51.0</td>
<td>-------</td>
</tr>
<tr>
<td>Duke, 1999</td>
<td>31.7</td>
<td>30.0</td>
<td>25.6</td>
<td>0</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
<td>25.8</td>
<td>25.6</td>
<td>36.2</td>
</tr>
<tr>
<td>Niwot, 1999</td>
<td>16.9</td>
<td>12.6</td>
<td>12.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-------</td>
</tr>
<tr>
<td>Niwot, 2000</td>
<td>9.4</td>
<td>5.9</td>
<td>6.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-------</td>
</tr>
</tbody>
</table>
Fig. 1. Comparison of multiple imputed NEE (mean of five multiple imputed values) and imputed NEE by regression method at WBW site in 1995 (a), 1996 (b) and 1997 (c), at Duke Forest site in 1998 (d), in 1999 (e), at Niwot Ridge site in 1999 (f) and in 2000 (g). Imputed NEE by regression method in (a)–(e) are from Falge et al. (2001a) and in (f) and (g) are from Monson et al. (2002). (∗∗) Represents significant at α = 0.01 level.
Fig. 2. Comparison of multiple imputed LE (mean of five multiple imputed values) and imputed LE by regression method at WBW site in 1995 (a), 1996 (b) and 1997 (c), at Duke Forest site in 1998 (d), in 1999 (e), at Niwot Ridge site in 1999 (f) and in 2000 (g). Imputed LE by regression methods in (a)–(e) are from Falge et al. (2001b) and in (f) and (g) are from Monson et al. (2002). (* *) Represents significant at $\alpha = 0.01$ level.
Fig. 3. Comparison of multiple imputed $H$ (mean of five multiple imputed values) and imputed $H$ by regression method at WBW site in 1995 (a), 1996 (b) and 1997 (c), at Duke Forest site in 1998 (d), in 1999 (e), at Niwot Ridge site in 1999 (f) and in 2000 (g). Imputed $H$ by regression methods in (a)–(e) are from Falge et al. (2001b) and in (f) and (g) are from Monson et al. (2002). (**) Represents significant at $\alpha = 0.01$ level.
was $-702$ to $-546 \text{ g C m}^{-2}$ per year in 1998 and $-784$ to $-703 \text{ g C m}^{-2}$ per year in 1999. Annual NEE at the Niwot Ridge site was $-162 \text{ g C m}^{-2}$ per year in 1999 and $-123 \text{ g C m}^{-2}$ per year in 2000. The corresponding 95% confidence interval was $-183$ to $-142 \text{ g C m}^{-2}$ per year in 1999 and $-142$ to $-105 \text{ g C m}^{-2}$ per year in 2000. The estimations varied significantly among years at these sites.

Annual LE estimated by MI at the WBW site was 1336, 1382, and 1538 MJ m$^{-2}$ per year in 1995, 1996 and 1997, respectively (Table 2). The 95% confidence interval ranged from 878 MJ m$^{-2}$ to 1026 MJ m$^{-2}$ per year in 1995, 1340–1423 MJ m$^{-2}$ per year in 1996, and 1495–1582 MJ m$^{-2}$ per year in 1997. Annual LE at the Duke Forest site was 1123 MJ m$^{-2}$ per year in 1998 and 1254 MJ m$^{-2}$ per year in 1999. Annual LE at the Niwot Ridge site was higher than other two sites, reaching 1622 and 1685 MJ m$^{-2}$ per year in 1999 and 2000, respectively. Similar to LE estimations, annual H estimated by MI ranged from 878 MJ m$^{-2}$ per year in 1996 to 976 MJ m$^{-2}$ per year in 1997 at the WBW site (Table 2). H at the Duke Forest site was close to that at the WBW site. Annual H at the Niwot Ridge site was also higher than that at the other two sites, reaching 1311 and 1320 MJ m$^{-2}$ per year in 1999 and 2000, respectively.

4.3. Comparison of multiple imputed NEE, LE and H with gap-filled values by regression method and observed values

Missing NEE that imputed by MI was compared with gap-filled value by the regression method (Falge et al., 2001a; Monson et al., 2002). In general, there was a very significant correlation of NEE imputed by MI and regression method (Fig. 1). For most years, the determination coefficients were higher than 0.40. Even stronger correlation relationships were found for imputed LE by MI and regression method (Fig. 2) as well as for imputed H (Fig. 3). NEE imputed by MI was consistent in magnitude and seasonality with observed data (figures not shown). The range of variation of multiple imputed NEE was similar to the observed values. To characterize the nature of multiple imputed data, we displayed the diurnal change of NEE, LE and H during the growing season in 1995 at the WBW site (Fig. 4).

Data in other years at the sites showed similar trends. Estimated NEE, LE and H were consistent with the observed diurnal patterns, even when most of the data were missing for a day (e.g. days 197, 198 and 199). But in winter, while multiple imputed H fit the observed pattern, imputed NEE and LE did not show a clear diurnal pattern (Fig. 5). The observed NEE and LE in winter also did not show a clear diurnal pattern. We also tested the goodness-of-filling of MI by deleting the observed NEE, LE and H for 2 weeks either in winter or in summer, then gap-filling these “missing” data using MI, and comparing the gap-filled values with observed ones. The goodness-of-filling was expressed as:

$$R^2 = \frac{\sum(Y_{\text{obs}} - \bar{Y})^2 - \sum(Y_{\text{obs}} - Y_{\text{imp}})^2}{\sum(Y_{\text{obs}} - \bar{Y})^2}$$

where $Y_{\text{imp}}$ is gap-filled value by MI. Multiple imputed NEE in summer in 2000 at Niwot Ridge site were similar to the observed data in most of the days (Fig. 6a). Only in a few days (e.g. day 156), multiple imputed NEE was smaller in magnitude than observed NEE. There was also good agreement in gap-filled LE and H with measurements for these 2 weeks at Niwot Ridge site (Fig. 6b and c). In the winter time, while multiple imputed H still followed the observed H well, NEE and LE were not consistent with observed values. However, due to the low winter value of NEE and LE in nature, the slightly mismatch did not have much influence on the total annual estimation on NEE and LE.

5. Discussion

5.1. Comparison of estimations by MI and other methods

By using the MI method to gap-fill the missing eddy covariance data, we estimated annual NEE and energy fluxes for 7 years at three AmeriFlux sites. The estimations, in general, were comparable to estimations by other gap-filling methods. For example, Falge et al. (2001a,b) estimated annual NEE using mean diurnal variation, look-up tables, and nonlinear regression methods, and total LE and H by mean diurnal variation and look-up tables for the same periods at the WBW and the Duke Forest sites. Their results showed that annual NEE estimation varied by different
gap-filling methods. Annual NEE in 1998 at the Duke Forest site ranged from −585 to −555 g C m$^{-2}$ per year for $u^*$-corrected data by different methods and was −710 g C m$^{-2}$ per year for not $u^*$-corrected data by regression method; our estimates showed annual NEE to be between −702 and −546 g C m$^{-2}$ per year with 95% confidence. Annual H at the WBW site in 1995 estimated by Falge et al. (2001b) ranged from 954 to 1015 MJ m$^{-2}$ per year, also mostly overlapped with our 95% confidence interval estimation. We also found some inconsistency in the estimations of NEE, LE and H with other methods. MI estimations of NEE at the WBW site in 1995 and 1996 were ∼30% higher in magnitude, and LE and H at the Duke Forest site in 1999 were ∼10% lower, in comparison to the estimations by Falge et al. (2001a,b).

In order to estimate the annual value of NEE, LE and H, missing data must be gap-filled before further analysis can be done. Current methods, such as mean replacement and regression analysis, work well under certain conditions. For example, mean diurnal variation, a mean replacement method, performs well when the gaps are not large; however, the window size may vary from site to site, making it difficult to compare data sets. Regression methods, based on either linear or nonlinear regression equations, may work well when predictors are strong, but the absence of sufficient variability can cause an underestimation of standard errors (Little and Rubin, 1989). Because regression methods are only able to produce the mean flux densities, the ranges of imputed data are smaller than observed ones. The high degree of scatter found...
Fig. 5. Diurnal variation of observed (solid point) and imputed (empty point) of NEE (a), LE (b) and H (c) in winter in 1995 at WBW site.

in eddy covariance flux data also limits the application of regression method for data imputation.

Another approach is modeling approach (i.e. process-based gap-filling method). Theoretically, this method can be used to impute any missing data. It may be better than other gap-filling methods at certain sites (e.g. sites with many and large gaps). But in practice, that the model should be specifically configured for each FluxNet site makes it difficult to apply. That’s one reason why so far, most of the imputation methods are empirical statistical methods. In addition, all these methods require specific computer programming. There appear to be clear advantages to the MI process.

Net ecosystem carbon exchange is underestimated by the eddy covariance approach during stable-night conditions because of CO2 storage in the layer below the eddy flux system. To date, no general consensus has been found for correcting the fluxes, and considerable work in terms of methodology and underlying theory will be required to address the uncertainties associated with nighttime fluxes (Falge et al., 2001a). For the long-term budget, such as the daily and annual estimation of NEE, beneath-canopy CO2 storage can theoretically be ignored (Aubinet et al., 2000; Falge et al., 2001a). However, if $u^*$-corrected, the annual NEE estimation by the regression method was on average 64 g C m$^{-2}$ per year less than the not $u^*$-corrected data, for the 28 data set analyzed by Falge et al. (2001a). Data used in this MI exercise were not $u^*$-corrected. We may expect that estimated values for NEE will be lower than reported in this study, if $u^*$-corrected were used. Indeed, when we used $u^*$-corrected NEE data for the Niwot Ridge site, the annual estimation
of NEE by MI was $-94 \pm 94$ g C m$^{-2}$ per year, with a 95% confidence interval of $-115$ to $-73$ g C m$^{-2}$ per year in 1999, and $-51 \pm 51$ g C m$^{-2}$ per year with a 95% confidence interval of $-70$ to $-32$ g C m$^{-2}$ per year in 2000. These values are close to the reported values (80.5 and 57.6 g C m$^{-2}$ per year in 1999 and 2000, respectively) based on $u^*$-corrected data by Monson et al. (2002).

5.2 Seasonal and diurnal change of imputed NEE, LE and $H$

While in general MI data provided good estimates of annual sums and preserved the seasonal pattern of measurements, we noticed that some of the corrected data did not closely fit the observed pattern, especially in winter, when NEE is small in magnitude and the diurnal pattern is not always clear. This does not provide a significant source of error for the annual sum and may be improved by grouping data into those for the growing season and dormant season, and applying MI separately.

Preserving the relationships of NEE, LE and $H$ with climatic variables such as PAR and temperature is another requirement that is often considered during gap filling. MI uses a multivariate normal distribution model and considers other variables, such as climatic variables, when imputing missing data. The missing
values for the climatic variables were imputed at the same time, so MI preserved the responses of NEE to these climatic variables as a whole. The data set we used for annual estimation was based on the observed values in 1 year. To preserve the short-term relationships of NEE, LE and \( H \) with climatic variables, we could apply MI to the short-term data set, for example, data collected from each month or grouped by growing season and dormant season, or separated into daytime and nighttime data.

5.3. Assumptions and constraints of MI

Like any statistical method, MI has assumptions (Schafer and Olsen, 1998). Understanding the assumptions underlying the MI method helps researchers evaluate robustness of imputation models and the appropriateness of interferences (Horton and Lipsitz, 2001). Those assumptions include data are missing at random (MAR), multivariate normal distributions, and proper model.

There are two types of randomness in missing data: MAR and missing completely at random (MCAR). MCAR assumes that the missing values are a random subsample of the entire data set. The assumption for MCAR is much restrictive and often unrealistic. The MI method does not require MCAR but MAR (Little and Rubin, 1989). Under the assumption of MAR, the probabilities of missing data may depend on data values that are observed but not ones that are missing. A simple example is that for a bivariate data set with one variable \( X \) that is always observed and a second variable \( Y \) that is sometimes missing. Under MAR, the probability that \( Y \) is missing for an observation may be related to the value of \( X \) but not to the value of \( Y \) itself. This applies that the statistical relationship of \( Y \) and \( X \) is on average no different for the observed data and missing data groups. MAR is the formal assumption that allows us to first estimate the relationships among variables from the observed data, and then use these relationships to obtain unbiased predictions of the missing values from the observed values. However, testing the MAR assumption remains a major statistical challenge (Schafer and Olsen, 1998; Allison, 2000; Horton and Lipsitz, 2001). Although it is difficult to test, we have good reason to assume the missing data in NEE, LE and \( H \) are MAR. The probability of missing values in NEE, for example, may be related to low air temperature, but missing NEE values, may not be related to NEE itself, so the relationships developed from observed valid data can be applied to the missing values. Similarly, missing data under severe weather conditions can be imputed from the relationship indicated from the observed data under the normal weather conditions. Studies also showed that the assumption becomes more plausible as more variables are included in the imputation model (Schafer, 1997; van Buuren et al., 1999). In this study, we included many climatic variables in the model, so the assumption is more plausible. When the MAR assumption is tenable, MI provides less bias than other methods if the imputation model is correctly specified.

Second, the model used to generate the imputed values requires the variables to be multivariate normal distributed. This assumption is also required by many other imputation methods (Schafer and Olsen, 1998). As Schafer and Olsen (1998) pointed out, real data rarely conform to convenient models such as the multivariate normal. In most applications of MI, the model used to generate the imputations will at best be only approximately true. Indeed, Kolmogorov–Smirnov normal distribution test showed that observed NEE, LE and \( H \) and climatic variables are seldom truly normal distributed (results not shown). A number of simulation studies have demonstrated that MI is robust to violations of normality of the variables used in the analysis if the amount of missing information is not large (Ezzati-Rice et al., 1995; Schafer, 1997; Graham and Schafer, 1999). We examined the assumption of multivariate normal distribution by transforming data from Niwot Ridge site in 2000 and Duke Forest in 1999 using the Box–Cox transformation method provided in SAS software. Comparison of the results of transformed data with non-transformed data indicates the annual estimations only changed slightly.

Annual NEE at Niwot Ridge site in 2000 changed from \(-123.2 \pm 9.4\) to \(-121.6 \pm 9.4\, \text{gCm}^{-2}\) per year. Annual NEE at Duke Forest in 1999 changed from \(743.6 \pm 20.3\) to \(746.2 \pm 19.7\, \text{gCm}^{-2}\) per year. Similarly, annual values of LE and \( H \) were not affected by transformation. Our test confirmed that MI is robust to some departures to normality. So we used non-transformed results in this study. The goodness-of-fit test also showed that MI performed well on FluxNet data (Figs. 6 and 7).
Third, the model used for the analysis should match the model used in imputation and the algorithm used to generate imputed values should be correct; that is, it should accommodate the necessary variables and their associations. In this study, we included most influencing climatic variables in the imputation process, so the climatic variables can be included in the model for further analysis.

5.4. Advantages of MI

MI provides a general-purpose solution to statistical analysis with missing data and provides more valid estimates of statistical quantities (e.g. means, standard errors, regression coefficients) than other current practices (Fichman and Cummings, 2003). MI combines the well-known statistical advantages of EM and maximum likelihood with the ability of hot deck imputation to provide a raw data matrix to analyze. It also introduces statistical uncertainty into the model and uses that uncertainty to emulate the natural variability among observations one encounters in a complete database. MI then imputes actual data values to fill in the incomplete data points in the data matrix, just as hot deck imputation does.

Fig. 7. Comparison of gap-filled NEE, LE and H (line) with measurements (solid point) in winter in 2000 at Niwot Ridge site.
Table 3  Fraction of missing information and efficiency of MI by using five imputations

<table>
<thead>
<tr>
<th>Site, year</th>
<th>Fraction of missing information (%)</th>
<th>Efficiency of MI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBW, 1995</td>
<td>53.2 12.2 10.4 90.3 97.6 98.0</td>
<td>NEE LE H</td>
</tr>
<tr>
<td>WBW, 1996</td>
<td>18.3 12.8 14.7 96.5 97.5 97.1</td>
<td>NEE LE H</td>
</tr>
<tr>
<td>WBW, 1997</td>
<td>18.7 8.0 14.1 96.4 98.4 97.2</td>
<td>NEE LE H</td>
</tr>
<tr>
<td>Duke, 1998</td>
<td>76.6 65.1 67.4 86.7 88.5 88.1</td>
<td>NEE LE H</td>
</tr>
<tr>
<td>Duke, 1999</td>
<td>24.4 1.1 16.8 95.3 97.8 96.7</td>
<td>NEE LE H</td>
</tr>
<tr>
<td>Niwot, 1999</td>
<td>9.5 2.9 6.0 98.1 99.4 98.8</td>
<td>NEE LE H</td>
</tr>
<tr>
<td>Niwot, 2000</td>
<td>2.3 3.2 0.8 99.5 99.4 99.8</td>
<td>NEE LE H</td>
</tr>
</tbody>
</table>

MI is highly efficient even for small values of $m$ (Schafer, 1997). In many applications, just three to five imputations are sufficient to obtain excellent results. The relative efficiency of an estimate based on $m$ imputations is approximately $(1 + (\gamma/m))^{-1}$, where $\gamma$ is the fraction of missing information for the variable being estimated, $\gamma = (r + 2/(\nu m + 3))/r + 1$, and $r = ((1 + m^{-1})b)/U$. In this study, the fraction of missing information for NEE, LE and $H$ ranged from 0.8 to 76.6%. With five imputations, the efficiency of the estimate ranged from 86.7 to 99.8% (Table 3).

Another advantage of MI is that the results obtained by individual researchers at different sites or among different years can be compared. Because repeated estimations are used, MI produces more reasonable estimates of standard errors than single imputation and current methods. This results in valid statistical inferences that properly reflect the uncertainty due to missing values. Given these objectives, MI becomes an attractive procedure for dealing with missing data issues (Fichman and Cummings, 2003).

Although MI was first proposed more than 20 years ago (Rubin, 1977), the method has remained largely unknown and unused by non-experts (Schafer and Olsen, 1998) due to the lack of computational tools. MI is especially new to ecologists, as there are no publications that formally address it. As there are many large-scale and long-term experiments (e.g. FluxNet, LTER, and FACE) that are operating, and more and more researchers are synthesizing meta-data (i.e. data collected from many individual studies in the literature) (e.g. Curtis, 1996; Wan et al., 2001), the issue of how to deal with missing observations, rather than simply deleting them, becomes important.

6. Conclusions

Prior to any analysis, researchers at FluxNet sites must examine their data sets for the amount and pattern of missing data and determine the best approach to handle them (Patrician, 2002). MI is one of the methods that need to be considered. By using MI to gap-fill the missing or rejected eddy covariance data, we estimated annual sums of NEE, LE and $H$ and their confidence intervals based on the data collected from two coniferous forests and a deciduous forest for a combined 7 years. Results by MI were comparable to the estimations by other current methods. NEE, LE and $H$ imputed by MI were also consistent with the seasonal and diurnal patterns in observed data. How to impute the missing data is not a trivial issue. While there are many other imputation methods available, we suggest that using MI as a standardized method for gap-filling eddy covariance measurements would improve the comparability of annual estimations of NEE, LE and $H$ from regional and global flux networks, and provide a uniform as well as objective standard for evaluating uncertainties in annual sums.
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Appendix A. MCMC method for missing data

The Markov Chain Monte Carlo is commonly used to generate pseudo-random draws from multidimensional and otherwise intractable probability distributions via Markov chains. In Bayesian inference, information about unknown parameters is expressed in the form of a posterior probability distribution. The posterior distribution is computed using Bayes’ theorem:

\[ p(\theta | y) \propto p(y | \theta) p(\theta) \]

MCMC has been applied as a method for exploring posterior distribution in Bayesian. Through MCMC, one can simulate the entire joint posterior distribution of the unknown quantities and obtain simulation-based estimates of posterior parameters that are of interest. This appendix mainly followed the notation by SAS institute (2002) and Little and Rubin (2002).

When data set contains missing data, the observed-data posterior is intractable and cannot be accurately simulated. But the complete-data posterior is much easier to simulate once \( Y_{\text{obs}} \) is augmented by a simulated value of the missing data \( Y_{\text{mis}} \). Suppose that the data are from multivariate normal distribution and assume the conventional Jeffery’s prior distribution for the mean and covariance matrix:

\[ p(\mu, \Sigma) \propto |\Sigma|^{-(K+1)/2} \]

we present an iterative data augmentation algorithm for generating draws from the posterior distribution of \( \theta = (\mu, \Sigma) \):

\[ p(\mu, \Sigma | Y_{\text{obs}}) \propto |\Sigma|^{-(K+1)/2} L(\mu, \Sigma | Y_{\text{obs}}) \]

A.1. The imputation I-step

Let \( \theta^{(0)} = (\mu^{(0)}, \Sigma^{(0)}) \) and \( Y^{(0)} = (Y_{\text{obs}}, Y_{\text{mis}}^{(0)}) \) denote current draws of the parameters and gap-filled data matrix at iteration \( t \). The I-step draws values for the missing data from the conditional distribution \( Y_{\text{mis}} \) given \( Y_{\text{obs}} \) with a given parameter \( \theta \).

\[ Y_{\text{mis}}^{(t+1)} \sim p(Y_{\text{mis}} | Y_{\text{obs}}, \theta^{(t)}) \]

Since the observations of the data matrix \( Y \) are conditionally independent given \( \theta \), this is equivalent to drawing \( Y_{\text{ob}}^{(t+1)} \sim p(Y_{\text{obs}} | Y_{\text{mis}}, \theta^{(t)}) \) independently for \( i = 1, 2, \ldots, n \). This distribution is multivariate normal with mean given by the linear regression of \( Y_{\text{mis}} \), on \( Y_{\text{obs}} \), evaluated at current draws \( \theta^{(t)} \) of the parameters. The regression parameters and residual covariance matrix of this normal distribution is obtained computationally by sweeping on the augmented covariance matrix

\[ \Sigma^{(0)} = \begin{bmatrix} -1 & \mu^{(0)} \\ \mu^{(0)\top} & \Sigma^{(0)} \end{bmatrix} \]

so that the observed variables are swept in and the missing variables are swept out. The draw \( Y_{\text{mis}}^{(t+1)} \) is obtained by adding to the conditional mean in the E-step of EM algorithm, Eqs. (3) and (5), a normal draw with mean 0 and covariance matrix \( \Sigma_{\text{mis}, \text{obs}}^{(t)} \).

A.2. The posterior step P-step

The P-step of data augmentation simulates the posterior population mean of vector \( \mu \) and covariance matrix \( \Sigma \) from prior information for \( \mu \) and \( \Sigma \), and the complete data set. P-step draws \( \theta^{(t+1)} \sim p(\theta | Y^{(t+1)}) \)

where \( Y^{(t+1)} = (Y_{\text{obs}}, Y_{\text{mis}}^{(t+1)}) \) is the gap-filled data from the I-step. The draw of \( \theta^{(t+1)} \) can be carried out in two steps:

\[ (\theta^{(t+1)}, Y^{(t+1)}) \sim N(\mu^{(t+1)}, \Sigma^{(t+1)}) \]

where \( (\mu^{(t+1)}, \Sigma^{(t+1)}) \) is the sample mean and covariance matrix of \( Y \) from the gap-filled data \( Y^{(t+1)} \),
$W^{-1}(n-1) = (n-1)\mathcal{I}$ denotes the inverted Wishart distribution with $n - 1$ degrees of freedom and scale matrix $(n-1)\mathcal{I}$. The posteriors distribution of $\theta$ can be simulated directly using Eqs. (A.1) and (A.2), after a suitable burn-in period to achieve stationary draws.
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